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Abstract

This paper presents a hierarchical spline based isogeometric topology optimization using moving morphable components
(HITO-MMC). In this work, the adaptive isogeometric analysis implemented by hierarchical B-spline is adopted to efficiently
and accurately assess the structural performance. An ersatz material model is derived from the Gaussian points of the hierarchy
computational mesh to relate the geometric design variables with the objective and constraint of TO. To determine the iterative
steps performing local refinement and the elements to be locally refined, a mark strategy is put forward based on the relative
error of objective function and the value of topological description function (TDF). The mathematic model of HITO-MMC
is reformulated by mapping the global displacement vector into the local displacement vector of the active elements on each
level of the hierarchy computational mesh. The proposed HITO-MMC approach has twofold merits: (a) the optimization can
be started from a relative coarse computational mesh and the mesh is locally refined during the course of TO, which result into
a highly computational efficiency; (b) more accurate results are obtained due to the use of high continuous hierarchical basis
functions and denser mesh on structural boundary. Besides, continuous refinement is more effective to generate the optimal
design than fixed NURBS mesh, and hierarchical local refinement is superior to continuous global refinement. The effectiveness
of the proposed HITO-MMC is validated by a series of 2D and 3D numerical benchmarks.
c⃝ 2019 Elsevier B.V. All rights reserved.
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1. Introduction

Since the pioneering work of Bendsøe and Kikuchi [1], topology optimization (TO) has been fully developed
over past three decades, and a series of TO methods have been proposed, e.g., solid isotropic material with
penalization (SIMP) model [2], evolutionary approach [3], level set method [4–7], moving morphable components
or voids (MMCs or MMVs) approach [8–11]. Due to its effectiveness in obtaining the optimal structure under
some certain constraints within a specified design domain, TO has been successfully applied to a variety of
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engineering problems [12–17]. By integrating with Giga-voxel computational morphogenesis, the structure of a full-
scale aeroplane wing is optimized by SIMP method elaborated in Nature [18]. The thermal conduction performance
of a conductive heat transfer is improved by TO in [19]. To ensure the optimized structure by TO complying with
the geometrical restrictions of additive manufacturing (AM), 3D structures which are fully self-supporting optimized
designs are shown in [20].

Traditional finite element analysis (FEA) is used to obtain the unknown physical field during the optimization
process of all aforementioned TO methods, which leads to numerical instabilities and checkerboard pattern [21]
as well as the disconnection between analysis and geometric models [22]. These limitations can be successfully
resolved by isogeometric analysis (IGA) firstly proposed by Hughes et al. in 2005 [23], which takes an exact
geometric model in the analysis. Compared to traditional FEA, IGA has a higher continuity as well as a higher
computational efficiency for high order elements. Therefore, IGA has been introduced into TO by scientific
researchers in the last decade [24–26]. The high-continuous spline of IGA can circumvent the checkerboards
appeared in TO without additional filters [27–29]. By integrating IGA with parameterized level set method, Wang
et al. [30] proposed an more accurate and efficient isogeometric topology optimization (ITO) and then to satisfy
some geometric restrictions, an arbitrary geometric constraint is added into such ITO models in [31]. Besides, an
ITO scheme is constructed for the design of lattice materials based on the theory of asymptotic homogenization [32].

Due to the use of density or level set representation of the structure, the number of design variables is of the
same order as the finite elements and there is no explicit structural boundary representation in the above mentioned
ITO schemes. The drawbacks of huge design variables and lacking explicit geometric structural representation in
these ITO schemes, can be addressed by the MMC-based TO [33]. By integrating the merits of IGA and MMC-
based TO, an ITO-MMC scheme is proposed by Xie et al. [34] based on R-functions. The computational domain
is discretized into relatively fine NURBS mesh to carry out the calculation of IGA in ITO-MMC, which brought
heavy computational burden. According to the result shown in [35–37] where adaptive mesh refinement strategy
is used, compared to global refinement, the local refinement of FEA can reduce the computational scale of FEA
without weakening the structural performance of the optimal result, which results in the reduction of the number
of degree of freedoms (DOFs). Similarly, the computational burden of the ITO-MMC method for optimizing TO
problems can be decreased by discretizing the design domain with a relatively coarse mesh and performing the
local refinement during the process of TO for the computational NURBS mesh.

In IGA, a fundamental topic is adaptivity, since the tensor product structure underlying the shape function of IGA
(B-splines or NURBS) precludes local refinement and forces a global refinement. To overcome the aforementioned
restriction, a series of local refinement techniques of IGA are emerging, e.g., T-Splines [38–40], LR-Splines [41],
hierarchical B-Splines [42–45], hierarchical box splines [46]. Hierarchical B-Splines are constructed from the basis
functions of nested approximation spaces with different hierarchical levels. Due to the linear independence of the
basis and the rigorous proof of the linear independence, hierarchical B-spline is one of the most promising ways
to equip IGA with local refinement [47]. The fundamental properties such as linear independence and partition of
unity are assured by the theoretical properties of the spline space, and the hierarchical spline spaces have been
integrated into isogeometric setting by Vuong et al. [43]. Then, Bornemann et al. proposed a subdivision projection
technique and introduced it into relating the hierarchical B-splines on different levels [48]. Moreover, truncated
hierarchical B-splines is an improved hierarchical B-splines where the partition-of-unity property is recovered and
the interactions between basis functions on different hierarchical levels are alleviated [49–51].

In this paper, we take advantage of both MMC-based TO and the local refinement of IGA implemented by
hierarchical B-splines, and firstly propose a framework of IGA with hierarchical spline based topology optimization
using MMC (HITO-MMC). To locate the refined region of computational domain and determine the iterative steps
performing the hierarchical local refinement along with the process of optimization, a geometrical mark strategy
is presented, where the elements close to the boundary of the optimized structure are marked and chosen to be
refined similar to those techniques used in [35,52–54], and the hierarchical local refinement will be triggered if
the relative error of the value of the objective function is smaller than an upper limit. Different from the ersatz
material model based on elemental nodes in [33], a new ersatz material model based on Gaussian quadrature points
is introduced to conduct the sensitivity analysis of the non-uniform grid structure of the hierarchical mesh which has
hanging elemental nodes. Besides, the sensitivity analysis based on IGA using hierarchical splines is constructed
by exploiting the subdivision projection technique [48] and calculated level by level as a hierarchical structure.

The layout of this paper is described as follows. Section 2 presents the general construction of B-splines and
adaptively refined hierarchical spline spaces. Afterwards, the MMC-based optimization model is reviewed, then the
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Fig. 1. Quadratic B-spline basis functions with interpolatory ends for an open knot vector Ξ = {0, 0, 0, 2, 4, 4, 6, 6, 6} are presented and
the continuity of B4,2 is C0 observed from the curves since the multiplicity is 2 for the fifth knot of Ξ .

model of HITO-MMC is proposed and elaborated in detail in Section 3. The numerical implementation of HITO-
MMC is described in Section 4. Benchmark examples which verify the effectiveness of the established HITO-MMC
are given in Section 5. Finally, the conclusions are drawn in Section 6.

2. Hierarchical refinement based on B-spline subdivision

In this section, we firstly review some basic definition of B-splines and NURBS, which are the key ingredients
for IGA. Then, the technique aspects of the hierarchical local refinement for B-splines and NURBS are particularly
emphasized. A comprehensive review can be obtained in [23,42,43,55,56], where a state of art of IGA and the
hierarchical local refinement of IGA are provided for readers.

2.1. Definition of B-splines and NURBS basis function

The B-spline basis functions of degree p are formed from a sequence of non-decreasing knots referred to as a
knot vector Ξ =

{
ξ1, ξ2, . . . , ξn+p+1

}
, which are commonly used to generate and represent the curves and surfaces

in the system of computer aided design (CAD) and computer graphics (CG) [57]. With the definition of B-spline
basis functions of degree p = 0 presented in Eq. (1), the B-spline basis functions of degree p (p > 0) are then
constructed by the Cox–de Boor formula [58] formulated as Eq. (2).

Bi,0 =

{
1, i f ξi ≤ ξ < ξi+p+1
0, otherwise . (1)

Bi,p(ξ ) =
ξ − ξi

ξi+p − ξi
Bi,p−1(ξ ) +

ξi+p+1 − ξ

ξi+p+1 − ξi+1
Bi+1,p−1(ξ ). (2)

The partition of unity
∑n

i=1 Bi,p(ξ ) = 1 is one of the properties of B-spline basis functions. Besides, the
smoothness of B-spline basis function is C p−k at the location where a knot is repeated k times, and k is the
multiplicity of the knot in Ξ . The basis interpolatory will be guaranteed if Ξ is an open knot vector where the
end knots have the multiplicity of p + 1. An example for the B-spline basis functions of an open knot vector
Ξ = {0, 0, 0, 2, 4, 4, 6, 6, 6} is presented in Fig. 1.

On the basis of univariate B-splines, a univariate NURBS is formed from a projective transformation of a
corresponding B-spline in R2 as:

Ri,p(ξ ) =
wi Bi,p(ξ )∑n

j=1 w j B j,p(ξ )
, (3)

where Bi,p(ξ ) is the ith polynomial B-spline basis function and wi is the corresponding weight.
The extensions of the univariate B-splines and NURBS to the multivariate case can be easily implemented by the

tensor product. The multivariate basis functions Bi, p(ξ ) are generated from the univariate B-spline basis functions
Bim ,pm along the mth parametric direction as follows:

Bi, p(ξ ) =

dp∏
m=1

Bim ,pm (ξm
im ), (4)
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where dp denotes the dimension of the parameter space, Ξm
=

{
ξm

1 , ξm
2 , . . . , ξm

nm+pm+1

}
(m = 1, . . . , dp) are the

dp univariate knot vectors, pm is the polynomial degree along the parametric direction m, and nm indicates the
associated number of functions. On the left hand side of Eq. (4), i = (i1, i2, . . . , idp ) represents the index position
in the tensor product structure, p = (p1, p2, . . . , pdp ) indicates the polynomial degrees for all parameter directions,
and ξ = (ξ 1

i1
, ξ 2

i2
, . . . , ξ

dp
idp

) denotes the parametric coordinate.
Similarly, the multivariate NURBS are constructed as:

Ri, p(ξ ) =
wi Bi, p(ξ )∑
j w j B j , p(ξ )

. (5)

2.2. Subdivision refinement of univariate and multivariate B-splines

As pointed by Schillinger [45], subdivision is a remarkable property of uniform B-splines and the refinement is
naturally implemented by subdivision. Due to the subdivision property, a two-scale relation can be presented as Eq.
(6) [59–61] for a univariate B-spline basis function Bp of polynomial degree p.

Bp(ξ ) = 2−p
p+1∑
j=0

(
p + 1

j

)
Bp(2ξ − j). (6)

The binomial coefficient used in Eq. (6) is formulated as:(
p + 1

j

)
=

(p + 1)!
j ! (p + 1 − j)!

. (7)

The original equidistantly spaced knot vector Ξ 0
= {0, 1, 2, 3, . . .} is the knot vector on level 0, and the knot

sequence Ξ l
=
{
0, 1/2l , 2/2l , 3/2l , . . .

}
is the knot vector on level l which is l-times bisected from Ξ 0. By means

of the two-scale relation as Eq. (6), a B-spline basis function Bl,p
i on level l (l≥0) can be expressed as a linear

combination of Bl+1,p
j with the number of p+2 which are the children of Bl,p

i , and Bl,p
i is referred to as the parent

of Bl+1,p
j inversely. The relation of B-splines on consecutive levels is defined as:

Bl
i,p(ξ ) =

∑
k

C p
i,k Bl+1,p

2i+k (ξ ) with C p
i,k =

1
2p

(
p + 1

k

)
=

1
2p

(p + 1)!
k! (p + 1 − k)!

, (8)

where C p
i,k are the entities of the subdivision matrix which is a banded sparse matrix due to the local support of

B-spline basis. Then, Eq. (8) can be rewritten in the matrix form for the sake of simplicity:

Bl,p
= C p Bl+1,p. (9)

With the help of the tensor product structure presented in Eq. (4), the extension of subdivision refinement of
univariate B-splines is straightforward and formulated as:

Bl,p
i (ξ ) = Sp Bl+1,p

i (ξ ) with Sp
= S p

i,k = S p(
i1,...,idp

)
,
(

k 1 ,...,k dp

) =

dp∏
j=1

S p
i j ,k j

. (10)

For the B-spline basis functions defined by an open knot vector, the aforementioned two-scale relation presented
in Eq. (6) do not hold any more, and it need to be generalized as:

B =

∑
i

ϕi si , (11)

where the original B-spline function B is expressed by several new B-spline functions ϕi and the corresponding
scaling factors are represented by si . Moreover, the construction of corresponding knot vector and scaling factors
are easily implemented by using the standard knot refinement algorithms [62,63].

2.3. Hierarchical local refinement from element viewpoint

In the context of hierarchical local refinement of IGA, both refinement triggered from element-wise and basis-
wise strategies are adopted [45], and hierarchical local refinement from element viewpoint is used in this paper,
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Fig. 2. The major aspects are demonstrated for constructing a hierarchical basis functions space by hierarchical local refinement algorithm.

since the proposed geometrical mark strategy for hierarchical local refinement is derived from quadrature points of
each active element and adopting the element based local refinement offers the intuitive convenience.

The algorithm for creating a hierarchical basis function space is demonstrated for element-wise strategy and the
key ingredients of hierarchical local refinement technique can be summarized as follows:
• Step 1 (Initial configuration): All basis functions at the coarsest level are activated initially and the level l is set
to 0, as well as the sequences of open knot vector sequences are obtained by the h-refinement technique [23];
• Step 2 (Mark the elements): Mark the elements on level l in terms of the mark strategy and obtain the set of
marked elements Rl ;
• Step 3 (Functions deactivation): Deactivate the basis Bl

i whose support supp Bl
i belongs to Rl ;

• Step 4: (Function Activation): Activate the basis Bl+1
i whose support supp Bl+1

i is a subset of Rl ;
• Step 5 (Loop operation): Set l = l + 1 and perform the steps from 2 to 5 until the max hierarchical level N0 − 1
is reached.

An example for univariate B-splines is depicted in Fig. 2, with a schematic description of the aforementioned
key ingredients of hierarchical local refinement technique.

Due to the tensor product structure of multivariate B-splines, the hierarchical local refinement strategy for
multivariate B-splines can be easily implemented by performing the hierarchical local refinement strategy for each
component of multivariate B-splines. Here, an example of a square shaped domain illustrated in Fig. 3 is used to
demonstrate the hierarchical local refinement method for the multivariate case.

3. Hierarchical IGA based topology optimization using MMC

Beginning with a brief review of TO using MMC method, a novel mathematic model of TO using MMC is
subsequently put forward, which integrates the technique of hierarchical local refinement for IGA. Moreover, to
obtain the iterative steps carrying out the hierarchical local refinement and the refined regions during the process
of optimization, a mark strategy is presented in this section as well. To avoid difficulties with the notation, the TO
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Fig. 3. The hierarchical local refinement strategy for bivariate case is demonstrated with NURBS elements of which the degree is 2 for each
parameter direction. The active functions are indicated by the corresponding active control points. Four elements of level 2, three elements
of level 1 and one element of level 0 constitute the final hierarchical subdomain set, which are referred to as active elements.

problem for compliance minimization is only considered, which can be generalized to other types of TO problems
with limited efforts of modification.

3.1. Topology optimization using MMC

According to the definition in the work of Guo et al. [33,64], the mathematic model of TO for compliance
minimization using MMC is formulated as follows:

Find D = (DT
1 , DT

2 , . . . , DT
n )T

Minimize C = FTu
s.t.

K u = F
gv(D) ≤ 0
D ⊂ UD

, (12)

where C denotes the objective function, F is the external force vector, u is the displacement vector, gv(D) represents
the volume constraint function, the set of design variables D consists of all geometric design variables with the
subset represented by DT

i = (x0i , y0i , L i , t1i , t2i , t3i , θi ), which corresponds to a component possessing a similar
configuration as depicted in Fig. 4 and consists of the component central coordinates (x0i , y0i ), half-length (L i ) along
the direction x′, inclined angle (θi ) between global and local coordinate system, and variable depth t i = (t1i , t2i , t3i ).
In Eq. (12), UD is the admissible set of D and n is the number of components constituting the topology of the
structure.
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Fig. 4. The geometry and coordinate system for a component used in TO using MMC method.

In a design domain D with solid region Ω s , the structural topology can be implicitly expressed by:⎧⎨⎩ϕs(x) > 0, i f x ∈ Ω s

ϕs(x) = 0, i f x ∈ ∂Ω s

ϕs(x) < 0, i f x ∈ D\Ω s
, (13)

where

ϕs(x) = max(ϕ1, . . . , ϕn). (14)

In Eq. (14), ϕi with i = 1, 2, . . . , n means the TDF of the ith component, which is written as:

ϕi (x, y) =

(
x ′

L i

)p

+

(
y′

f (x ′)

)p

− 1 (p = 6) , (15)

with {
x ′

y′

}
=

[
cos θi sin θi

− sin θi cos θi

]{
x − x0i

y − y0i

}
, (16)

and

f (x ′) =
t1i + t2i − 2t3i

2L2
i

(x ′)2
+

t2i − t1i

2L i
x ′

+ t3i . (17)

3.2. Mathematic model of TO using IGA with hierarchical splines

The ersatz material model is one of the key ingredients of TO, which acts as a bridge between the design variables
and objectives (or constraints) of the optimization problem. Sound ersatz material model is of significance to the
convergence and stability of optimization process. Therefore, an appropriate ersatz material model should be taken
into consideration before the presentation of mathematic model of TO using hierarchical IGA. In this work, the ersatz
material model is established based on the values of TDF of Gaussian points, which is different from those used in
traditional FEM based MMC method [65] or ITO-MMC [34]. The reasons to not use the ersatz material model in
the two contributions mentioned above are as follows: the strain energy of the nodes of an active element cannot
be calculated by the sum of one fourth of the strain energy of elements surrounding to the corresponding point,
due to the existence of the hanging nodes in the hierarchical mesh (see Fig. 5(a)); the strain energy of multi-level
Greville abscissae is difficult to compute, since those points are not properly graded in the overlap of the supports
of functions with different levels [66] and the strain energy of active elements on the finer level may contribute
to the strain energy of Greville abscissae of active elements on the coarser level (see Fig. 5(b)). Therefore, these
two schemes will lead to inaccurate sensitivity analysis resulted from the inaccurate nodal or Greville abscissae
strain energy, which will deteriorate the convergence of TO. The Gaussian points of a hierarchical NURBS mesh
are accurate to the sensitivity analysis of TO, since Gaussian points located in the interior of active elements are
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Fig. 5. An illustration for the positions of multi-level corner nodes, Greville abscissae and Gaussian points of a hierarchy mesh with three
different mesh sizes.

not encircled by elements with different mesh sizes and properly graded in each active element (see Fig. 5(c)), and
the feature of spanning over several active elements on different levels is disappeared for Gaussian points. Hence,
the ersatz material model used in this paper is based on Gaussian points of all active elements of the hierarchy
computational mesh.

With the use of Gaussian points obtained from Gaussian quadrature, the ersatz material model for TO using
hierarchical IGA is constructed as follows. Firstly, TDF values of Gaussian points are calculated by Eq. (14).
Then, the regularized Heaviside function formulated as Eq. (18) is introduced to transform the TDF values of
Gaussian points into regularized Heaviside values, which spread over the range of [0, 1]. Finally, the new ersatz
material model is established based on the regularized Heaviside values of the corresponding Gaussian points for
each active element and written in the form of Eq. (19).

Hε(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 i f x > ε

3(1 − β)
4

(
x
ε

−
x3

3ε3

)
+

1 + β

2
i f − ε ≤ x ≤ ε

β i f x < −ε

, (18)

where β denotes a small positive constant to ensure the nonsingularity of global stiffness matrix and ε represents
a constant parameter to control the level of regularization.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

γ l
e =

1
ngp

( ngp∑
i=1

H q
ε (ϕl

i,e)

)

ρl
e =

1
ngp

( ngp∑
i=1

Hε(ϕl
i,e)

) e = 1, 2, . . . , N l
e and l = 0, 1 · · · , N0 − 1. (19)

In Eq. (19), γ l
e and ρl

e represent the Young’s modulus coefficient and density of the eth active element on
level l respectively, ngp is the number of Gaussian points of an active element, ϕl

i,e denotes the TDF value of the
ith Gaussian point of the eth active element on level l, Hε(ϕl

i,e) expresses the corresponding regularized Heaviside
value, N l

e is the number of active elements on level l, N0 − 1 represents the max hierarchical level of the hierarchy
mesh, and q is set to 2 in this paper as those used in [8,34,64].

After obtaining the established ersatz material model, the formula shown in Eq. (12) for TO using MMC can
be reformulated by adding the corresponding assumptions of mechanical model and specifying a volume constraint
(see Eq. (8) of [64]). Therefore, the mathematic model of the proposed IGA with hierarchical splines based TO
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using MMC (HITO-MMC) model is formulated as follows:

Find D = (DT
1 , DT

2 , . . . , DT
n )T , u(x)

Minimize C =

N0−1∑
l=0

N l
e∑

e=1

γ l
e (ul

e)T K l
eul

e

s.t.

K • u = F

wi th K =

(N0−1∑
l=0

(C l)T K l C l

)
where K l

=

N l
e∑

e=1

γ l
e K l

e

N0−1∑
l=0

N l
e∑

e=1

ρl
eV l

e ≤ V ,

D ⊂ UD

, (20)

where D is the set of design variables consisting of geometric parameters of all components, C represents the
structural mean compliance, ul

e denotes the displacement vector of the control points associated with the eth active
element on level l, u represents the displacement vector of all active control points, K is the global stiffness matrix of
the control points corresponding to the linearly independent hierarchical basis functions space BN0−1 as illustrated
in Fig. 2, K l

e is the stiffness matrix of the eth active NURBS element on level l with the density equaling to 1, C l

represents a transformation matrix to transform the stiffness matrix of all active elements on level l into the global
stiffness matrix K, V l

e denotes the volume of the eth active element on level l, V is the prescribed volume fraction,
UD represents the admissible set where D belongs.

3.3. Mark strategy for hierarchical local refinement

One of the key ingredients for the proposed HITO-MMC framework is the mark strategy of hierarchical local
refinement, which can change the hierarchy mesh adaptively along with the process of TO. The mark strategy
consists of two parts: a criterion gstep used to trigger the hierarchical local refinement or not, and a geometric mark
criterion gM for detecting the elements to be marked and locally refined.

To determine the iterative steps where the hierarchical local refinement should be proceeded for the associated
hierarchy computational mesh, the criterion presented in Eq. (21) is put forward similar to the strategy used in [36],
the tolerance of adaptive mesh refinement tol AM R has an initial value and is updated by halving its value after each
execution of a hierarchical local refinement.

gstep =

⎧⎨⎩1, i f
⏐⏐Ck − Ck

⏐⏐ /Ck ≤ tolAM R

0, otherwise

wi th Ck =

9∑
i=0

Ck−i

/
10 k ≥ 10

, (21)

where Ck denotes the value of objective function at the kth iterative step, Ck represents the mean value of the last
ten iterative steps counting backwards from the kth iterative step.

Similar to the strategy capturing the region to be refined in [35], a geometric mark criterion gl
M,e is proposed

herein for detecting the active elements on level l in the vicinity of the structural boundary. With the use of the
TDF values at Gaussian points calculated by Eq. (15), the geometric mark criterion gl

M,e is formulated as follows:

gl
M,e =

⎧⎨⎩1 if ∃ − toll
T DF ≤ ϕl

i,e ≤ toll
T DF (i = 1, 2, . . . , ngp)

0 otherwise
e = 1, 2, . . . , N l

e and l = 0, 1, . . . , N0 − 1

wi th toll
T DF = tol0

T DF/ l

,

(22)
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Fig. 6. The marked region for a uniform NURBS mesh with size of 8 × 8 is shown in the left, both the hierarchical mesh obtained from
refining the marked region in purple and the corresponding pink marked elements for active elements on level 1 are shown in the right.

where tol0
T DF is the initial value of the parameter used to define the region close to the structural boundary for the

initial NURBS mesh, toll
T DF is the parameter to get the marked elements for the active elements on level l, which

is obtained from dividing tol0
T DF by l. An illustration for the geometric mark criteria gl

M,e proposed in this paper
is depicted in Fig. 6.

4. Isogeometric analysis with hierarchical splines for HITO-MMC

For the minimum compliance problem, the equivalent integral equation can be written in Eq. (23) as a weak
form. ∫

ΩP

ε(v) · E · ε(u)dΩP =

∫
Ω

v · f dΩP +

∫
Γt

v · t dΓt ∀v ∈ Uad , (23)

where ΩP is the design domain, ε and E denote the second order linear strain tensor and the fourth order isotropic
elasticity tensor of the solid material, respectively, v is an arbitrary test function within the admissible set Uad , u
denotes the displacement field, f represents the body force, and t is the external force applied to the force boundary
Γt .

According to the contents in Section 2, a linear independent hierarchical space is denoted by BN0−1
= ∪

N0−1
l=0 F l

A.
Using the isogeometric paradigm, both test function v and displacement field u are represented by the linear
combination of basis functions of the given hierarchical space as follows:

f or ∀v and ∀u , ∃qi and ∃u j

s.t.

v =

ncp∑
i=1

Bi qi , u =

ncp∑
j=1

B j u j ,

(24)

where qi and u j are the vectors of constants, ncp is the number of control points corresponding to the active basis
functions in the hierarchical space BN0−1. Due to the arbitrariness of qi , Eq. (23) can be rewritten as:

ncp∑
j=1

∫
ΩP

BT
i DB j dΩP u j =

∫
ΩP

Bi f dΩP +

∫
Γt

Bi tdΓt , (25)
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where D is the stress–strain matrix, Bi represents a gradient matrix which is formulated as Eq. (26) for two
dimensional case.

Bi =

⎡⎢⎢⎢⎢⎢⎢⎣
∂ Bi

∂x
0

0
∂ Bi

∂y
∂ Bi

∂x
∂ Bi

∂y

⎤⎥⎥⎥⎥⎥⎥⎦ . (26)

Then, a matrix form of Eq. (25) is obtained and formulated as:

K u = F

wi th K = [K i j ], K i j =

∫
ΩP

BT
i DB j dΩP

u = {ui }

F = {Fi }, Fi =

∫
ΩP

Bi f dΩP +

∫
Γt

Bi tdΓt

i, j = 1, 2, . . . , ncp

, (27)

where K is the global stiffness matrix, u represents the displacement vector for all DOFs, F denotes the force
vector.

Since the active functions on the coarser level may not vanish in active elements on the finer level as depicted
in Fig. 3, the entities K i j of K should be computed level by level as follows:

K i, j =

∫
ΩP

BT
i DB j dΩP =

N0−1∑
l=max{li , l j }

⎛⎝ N l∑
k=1

N l∑
k′=1

(
cli ,l

ki

)T
∫

T l
BT

k DBk′dT l cl j ,l
k′ j

⎞⎠ , (28)

where li and l j are the level of Bi and B j respectively, T l is the union of active elements on level l, N l represents the
number of control points corresponding to the active elements on level l, cli ,l

ki is a transformation matrix between BT
i

and BT
k , of which the component cli ,l

t1,..., tNDO F
is obtained based on the chain rule and the two-scale relation presented

in Eq. (11) as:

cli ,l
t1,..., tNDO F

=

⎧⎪⎨⎪⎩
1 i f l − li = 0
l−li∏
j=1

cli + j−1,li + j
t1,...,tNDO F

i f l − li ≥ 1

wi th ti = i, i + ncp · · · , i + (NDO F − 1) · ncp and i = 1, . . . , NDO F ,

(29)

where NDO F is the number of DOFs at each control point.
The coefficients used in Eq. (28) constitute a transformation matrix C l, which collects the coefficients for

expressing the active hierarchical basis functions of DOFs up to level l by the basis functions corresponding to the
DOFs of the active elements on level l. The size of the transformation matrix C l is N l

· NDO F × N 0 : l
A · NDO F where

N 0 : l
A denotes the number of active functions up to level l. Therefore, Eq. (28) can be reformulated as:

K i, j =

N0−1∑
l=max li , l j

(C l)T

⎛⎝ N l∑
k=1

N l∑
k′=1

∫
T l

BT
k DBk′dT l

⎞⎠C l =

N0−1∑
l=max li , l j

(C l)T
N l

e∑
e=1

K l
eC l

=

N0−1∑
l=max li , l j

(C l)T K l C l

wi th K l
=

N l
e∑

e=1

K l
e and K l

e =

∫
T l

e

BTDBdT l

. (30)
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Hence, the global stiffness matrix K is assembled by the submatrices K l l = 0, . . . , N0 − 1 as follows:

K =

N0−1∑
l=0

(C l)T K l C l (31)

wi th C l
= [C l 0]. (32)

Similarly, the global force vector is assembled by the sub-vectors Fl with l = 0, . . . , N0 − 1 and formulated as:

F =

N0−1∑
l=0

(C l)T Fl

wi th C l
= [C l 0]

. (33)

In both Eqs. (32) and (33), C l is the transformation matrix mapping the active functions of the hierarchical
space BN0−1 into the linear combination of the B-spline basis functions corresponding to the active elements on
level l with size of N l

· NDO F × N 0 : N0−1
A · NDO F . Apparently, Eq. (23) is also fulfilled for the active elements on

level l and results in:

K l ul
= Fl f or l = 0, 1, . . . , N0 − 1, (34)

where ul is the displacement vector for the control points associated with the active elements on level l.
Substituting Eqs. (32), (33) and (34) into Eq. (27), the relationship between the displacement vector ul of level

l and the displacement vector u of all active control points is formulated as:

ul
= C lu f or l = 0, 1, . . . , N0 − 1, (35)

which is critical to the sensitivity analysis for the proposed HITO-MMC.
Two dimensional (2D) plane stress problems are only taken into consideration in this part for the sake of

simplicity, the strain–displacement matrix B and the stress–strain matrix D used in Eq. (30) are formulated as:

B =

⎡⎢⎢⎢⎢⎢⎣
∂ N1

∂x
0 . . .

∂ NN l

∂x
0

0
∂ N1

∂y
. . . 0

∂ NN l

∂x
∂ N1

∂x
∂ N1

∂y
. . .

∂ NN l

∂x
∂ NN l

∂y

⎤⎥⎥⎥⎥⎥⎦
D =

E
1 − v2

⎡⎢⎣1 v 0
v 1 0

0 0
1 − v

2

⎤⎥⎦
, (36)

where E and v denote the Young’s modulus and Poisson’s ratio, respectively.
With the ersatz material model defined in Eq. (19), the Young’s modulus of the eth active element on level l is

written as:

E l
e = γ l

e E e = 1, 2, . . . , N l
e , l = 0, 1, . . . , N0 − 1. (37)

Accordingly, the element stiffness of the eth active element on level l is interpreted as:

K l
e =

∫
T l

e

BTDB
E l

e

E
dT l

= γ l
e

∫
T l

e

BTDBdT = γ l
e K l

e, (38)

where K l
e represents the fully solid element stiffness matrix of the eth active element on level l.
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Therefore, the proposed HITO-MMC presented in Eq. (20) can be reformulated as:

Find D = (DT
1 , DT

2 , . . . , DT
n )T , u(x)

Minimize C =

N0−1∑
l=0

N l
e∑

e=1

(ul
e)T K l

eul
e

(
ul

e = C l
eu f or e = 0, 1, . . . , N l

e

)
s.t.⎛⎝N0−1∑

l=0

(C l)T
N l

e∑
e=1

K l
eC l

⎞⎠ · u = F

N0−1∑
l=0

N l
e∑

e=1

ρl
eV l

e ≤ V ,

D ⊂ UD

, (39)

where C l
e is a submatrix of C l associated with the eth active element on level l.

5. Computational examples

To verify the effectiveness of the proposed HITO-MMC, four benchmarks of minimization compliance problem
are presented in this part. Due to the major concerns about the numerical performances, the material properties,
geometry data of the design domain and external load applied to the structure are dimensionless. The Young’s
modulus E and Poisson’s ratio v used in Eq. (36) are set to 1 and 0.3, respectively. As for the optimizer used
in HITO-MMC, the Method of Moving Asymptotes (MMA) [67] is adopted, where the parameters are prescribed
to epsimin = 10ˆ(−10), raa0 = 0.01, albefa = 0.4, asyinit = 0.1, asyincr = 0.8, asydecr = 0.6. The operating
environment for the examples is a workstation where the intel core is Xeon(R) Gold 5120 CPU @ 2.20 GHz
2.19 GHz, the RAM is 64 GB, the OS is Windows 10, and the software environment is MATLAB 2016a. For
all examples, the max iterations are set to 300, and the max hierarchical level is prescribed to 10, as well as the
initial value of the parameter tol AM R used in Eq. (21) is fixed to 0.001 to obtain the iterative steps where the
hierarchical local refinement should be conducted for the computational mesh with quadratic NURBS elements.
The number of DOFs is expressed by a variable dofs in figures. Finally, the convergence criterion is set to
θi =

⏐⏐Ci − C i
⏐⏐ /C i ≤ 5 × 10−5 with C i =

∑9
j=0 Ci− j/10 for i = 10, 11, 12, . . ..

5.1. The Messerschmitt–Bolkow–Blohm (MBB) beam

In this benchmark, the well-known MBB beam is used to examine the effectiveness of the proposed HITO-MMC.
Due to the symmetry of MBB beam, only half of MBB beam is taken into consideration. The design domain
and boundary condition as well as the volume constraint for the half MBB beam are shown in Fig. 7, where the
dimension of the design domain is 3 × 1, the load F is applied to the left-top corner with vertically downward
direction, the upper bound of volume of solid material is specified to 0.4. The parameter tol0

T DF used in Eq. (22)
is prescribed to 0.48 for the proposed mark strategy to determine the elements to be refined. Besides, the initial
NURBS mesh with size of 45 × 15 is used to discretize the design domain. Both the initial uniform computational
mesh and the initial design of basic structural components are illustrated in Fig. 8.

The hierarchy computational meshes, and the structural topologies, as well as the DOFs corresponding to the
hierarchy computational meshes, are presented in Fig. 9 for the intermediate iterative steps with a local refinement
performed. From the results shown in Fig. 9, it is noting that the mark strategy is effective to get the steps performing
a local refinement and refine the region close to the structural boundary, the elements satisfying the mark condition
presented in Eq. (22) are subdivided into four equal subelements. Some elements not on the boundary of any
component are marked to be refined as shown in Fig. 9, which is resulted from the fact the geometric mark strategy
is based on Gaussian quadrature points, of which the distribution is much denser than the nodal points of a fixed
90 × 30 grid used to display the structural components, and small components are only captured by the denser
Gaussian quadrature points. Hence, the validity of the mark strategy proposed in this paper is verified for HITO-
MMC. Afterwards, the final optimized structure and the corresponding hierarchical mesh as well as the convergence
history are depicted in Fig. 10. Compared to the result of half MBB beam by ITO-MMC in [34], the number of
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Fig. 7. The half MBB beam problem setting.

Fig. 8. The initial uniform computational mesh and the initial design for basic structural components.

iterations is reduced from 533 to 232 and the objective function is decreased from 229.94 to 204.48, the decrease
of the number of DOFs is more than 1600 as well. In other words, the improvements for the HITO-MMC in
iterations, objective functions are 56.5%, 11% than ITO-MMC, and the reduction of the number of DOFs is no
less than 35.7%. Besides, the number of DOFs is dramatically reduced if the global refinement is replaced by the
hierarchical local refinement, which can be found from the result presented in Fig. 11 and the decrement of the
number of DOFs is more than 89.0% once the number of refinements is no less than 2. Therefore, the proposed
HITO-MMC is very effective for solving TO problems, and with the proposed HITO-MMC, we can perform TO
with relative coarse computational mesh, meanwhile the structural performance is improved.

5.2. Multiple load beam

Multiple load beam is another well-known TO benchmark, and the corresponding design domain with the
dimension of 1 × 1, the boundary condition and volume constraint are illustrated in Fig. 12(a). The multiple beam is
fixed in the left edge, loaded on right-top and right-bottom, as well as the upper bound of volume of solid material is
0.4. Moreover, the initial uniform computation mesh and basic structural components are as depicted in Fig. 12(b).
The parameter tol0

T DF in Eq. (22) is set to 0.1 for determining the elements to be refined.
With the aid of the HITO-MMC presented in this paper, the hierarchy computational meshes and the optimized

structural topologies are illustrated in Fig. 13((a)–(e)) for intermediate iterative steps where a local refinement
is conducted. Simultaneously, the final optimized result is presented in Fig. 13(f) with the same hierarchy
computational mesh presented in Fig. 13(e). According to the results shown in Fig. 13, it is easy to know that
the proposed HITO-MMC and mark strategy are valid for the multiple load beam example, the elements located
on the boundary of structure are refined once a hierarchical local refinement is trigged. As a comparison, the
optimized result obtained by ITO-MMC [34] for the current case, is depicted in Fig. 14. Compared to the result
by ITO-MMC [34], the improvement in objective function is up to 15.8%, the decrease of the number of DOFs
is more than 65.7% with 11.0% decrease of the number of iterations for HITO-MMC. Finally, the convergence
history is presented in Fig. 15, which describes the variations of objective function and volume constraint function.
From Fig. 15, it is observed that the curve of objective function is smooth expect for the iterative steps performing
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Fig. 9. The computational meshes and structural topologies for iterative steps where a hierarchical local refinement is performed, and the
max hierarchical level N0 of the hierarchy mesh is 2, 3 and 4 for (a), (b) and (c) respectively.

a local refinement and the magnitude of the mutation of objective function on steps labeled with green dotted lines
is reduced with the increase of the number of max hierarchical level. The reason for this numerical phenomenon is
that the ersatz material model is more accurate since the finer computational mesh is used, which results in a more
accurate displacement field, and the differences in the ersatz material model of the elements close to the boundary
will be reduced due to the reduced variation of the structural boundary as the TO iteration progresses.

5.3. Short beam loaded on middle of right edge

To validate the versatility of the HITO-MMC presented in this paper, short beam loaded on the middle point of
right edge is examined. The top of Fig. 16 elaborates the problem setting of this benchmark, both the initial design
of components and the computational mesh are illustrated in the bottom of Fig. 16. The dimension of the design
domain is 2 × 1 and the volume of solid material is prescribed to 0.4, a vertically downward load is applied to the
middle point of right edge. Besides, the mesh size of the initial computational mesh used to discretize the design
domain is 28 × 14. To get the marked elements for the steps performing local refinement, the parameter tol0

T DF in
Eq. (22) takes 0.6.
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Fig. 10. The final optimized structure for half MBB is shown in (a) and the convergence history is illustrated in (b)

Fig. 11. A comparison of DOFs between global refinement and hierarchical local refinement of computational mesh with the same initial
mesh.
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Fig. 12. The configuration of multiple load beam is shown in (a), both initial uniform mesh with size of 14 × 14 and initial design of 8
structural components are presented in (b).

Fig. 17 depicts the computational meshes and topologies for the iterative steps where the criterion formulated as
(21) is satisfied and the hierarchical local refinement is triggered. From the results shown in Fig. 17, it finds that the
elements located in the neighborhood of the structural boundary are refined once the condition presented in (22) is
satisfied for those elements. Therefore, the proposed mark strategy is effective for short beam as well. According
to the convergence history and the final optimized structure shown in Fig. 18, it concludes that the proposed HITO-
MMC is valid for short beam loaded on the middle of right edge and is versatile for all 2D minimization compliance
problem. Fig. 19 presents the systematic comparisons under three different cases. From the results shown in Fig. 19,
it is concluded that a globally refined NURBS mesh and the proposed HITO-MMC generate ideal results identical
to the optimized structure obtained by a very dense NURBS mesh with the size of 448 × 224, and the differences
in iterations are small for these three conditions, as well as the continuous refinement is helpful to improve the
computational efficiency of the objective functional than fixed dense NURBS mesh. Besides, the proposed HITO-
MMC outperforms the continuous global refinement in terms of the number of DOFs. Moreover, Table 1 presents a
comparison between HITO-MMC and conventional MMC TO using linear Lagrange elements with three different
fixed mesh sizes, which indicates that the number of DOFs is reduced by 30.1%–90.7%, the value of the objective
function is improved by 10.0%–12.2%, and the number of total iterations is also reduced by 23.4%–77.8%. Hence,
the proposed HITO-MMC outperforms conventional MMC TO [64].

5.4. A three dimensional cantilever problem

To extend the proposed HITO-MMC framework to three dimensional TO problems, a three dimensional cantilever
is taken into account. The corresponding problem setting is illustrated in Fig. 20, where the cantilever is fixed on
the surface coinciding with the green plane and subjected to a uniform linear load on the right-bottom edge, as well
as the dimension of the cantilever is 1 × 1 × 0.2. As the three aforementioned benchmarks, the prescribed volume
of solid material is 0.4. Besides, the parameter tol0

T DF in Eq. (22) is set to 0.48 for performing the hierarchical
local refinement during the process of HITO-MMC.

The initial design of components and the initial uniform mesh to discretize the design domain are presented in
Fig. 21, and the size of the initial mesh is 20 × 20 × 4. Then, with the help of HITO-MMC method, the optimized
topologies are obtained and shown in Fig. 22 for two intermediate steps triggering the hierarchical local refinement
and the final step of the optimization. Furthermore, both the convergence history and the process of the evolution of
the hierarchy computational mesh are illustrated in Fig. 23. A comparison of the number of DOFs is illustrated in
Fig. 24 for both hierarchical local and global refinements, and the number of DOFs used in HITO-MMC is reduced
by 90.3% than those obtained from global refinement once the number of refinements is equal to 2. Based on the
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Fig. 13. The hierarchy NURBS meshes and structural topologies of intermediate iterative steps carrying out a local refinement are presented
in (a)–(e), (f) is the final optimized topology and the discretized NURBS mesh for multiple load beam.
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Fig. 14. The final optimized result by ITO-MMC shown in Fig. 29(a) of [34].

Fig. 15. The convergence history for multiple load beam optimized with the proposed HITO-MMC (a local refinement is performed on the
steps labeled with green dotted lines)

results presented in Figs. 22–24, it arrives in conclusions that the proposed HITO-MMC is a promising way for
solving the 3D TO problems since the number of DOFs is dramatically reduced, which results in a larger save of
computational efforts, and the proposed HITO-MMC possesses the ability of optimizing the 3D structures from a
relative initial coarse mesh size, as well as the hierarchical local refinement is superior to global refinement in terms
of the number of DOFs.

6. Conclusions

In this work, we have developed a HITO-MMC framework based on hierarchical local refinement technique
and the proposed mark strategy based on both the relative error of the objective function value and the TDF
values of Gaussian points. The sensitivity analysis of HITO-MMC is derived from the relationship between global
displacement vector and the local displacement vector of each level, which is computed as the sum of the hierarchical
sensitivities of all levels.

According to the aforementioned numerical results, the proposed HITO-MMC is an effective tool for 2D and
3D structural TO problems, and the proposed mark strategy is capable of capturing the boundaries of the optimized
structures, which leads to a more accurate ersatz material model and a more accurate displacement field on the
region close to the structural boundary. Compared to ITO-MMC [27], the improvements of iterations and objective
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Fig. 16. The problem setting (top), the initial computational mesh and design of structural components (bottom) for short beam loaded on
the middle of right edge.

Fig. 17. The computational hierarchy meshes and structural topologies for intermediate steps with a local refinement performed.

function is 11.0%–56.5% and 11%–15.8%, meanwhile the decrement of the number of DOFs is more than 35.7%
in HITO-MMC. Therefore, the proposed HITO-MMC is a more effective approach than ITO-MMC. Besides, from
the results shown in Table 1, HITO-MMC outperforms the conventional MMC TO method [64] as well, since the
reduction of the number of DOFs varies from 30.1% to 90.7%, the improvements of total iterations and objective
function are 23.4%–77.8% and 10.0%–12.2%, respectively. The number of DOFs is reduced by 89.0% and 90.3% for
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Fig. 18. The final converged structural topology and the corresponding hierarchy mesh, as well as the convergence history are presented for
short beam with the HITO-MMC framework.

Fig. 19. Systematic comparisons between three optimized results: (a) for ITO-MMC with a 448 × 224 NURBS mesh, of which the number
of DOFs is 203 400; (b) for ITO-MMC with the NURBS mesh globally refined for each refinement iterative step, of which the number of
DOFs varies from 960 to 203 400; (c) for HITO-MMC with the mesh locally refined, of which the number of DOFs varying from 960 to
2644.

2D and 3D TO problems, once the global refinement is replaced by hierarchical local refinement and the number of
refinements is 2. Continuous refinement outperforms the fixed NURBS mesh in generating the optimal design due to
the highly computational efficiency, and hierarchical local refinement is superior to continuous uniform refinement.
Hence, the proposed HITO-MMC is efficient and accurate, which has a great potential to solve large-scale TO
problems.
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Fig. 20. The problem setting for the three dimensional cantilever problem . (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Fig. 21. The initial design of basic structural components and the uniform computational mesh used to discretize the design domain.

Fig. 22. The optimized structures for the steps carrying out the hierarchical local refinement and the converged step.
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Table 1
A comparison between HITO-MMC and conventional MMC TO (see results in Table 1 of [34]).

Methods HITO-MMC Conventional MMC (60 × 30) Improvement

DOFs (step = 1) 960

3782

74.6%
DOFs (step = 51) 1624 57.1%
DOFs (step = 89) 1980 47.7%
DOFs (step = 109) 2396 36.7%
DOFs (step = 155) 2644 30.1%

Final optimized C 67.22 76.52 12.2%
Total iterations 187 464 59.7%
Methods HITO-MMC Conventional MMC (80 × 40) Improvement

DOFs (step = 1) 960

6642

85.6%
DOFs (step = 51) 1624 75.6%
DOFs (step = 89) 1980 70.2%
DOFs (step = 109) 2396 63.9%
DOFs (step = 155) 2644 60.2%

Final optimized C 67.22 74.68 10.0%
Total iterations 187 244 23.4%
Methods HITO-MMC Conventional MMC (100 × 50) Improvement

DOFs (step = 1) 960

10 302

90.7%
DOFs (step = 51) 1624 84.2%
DOFs (step = 89) 1980 80.8%
DOFs (step = 109) 2396 76.7%
DOFs (step = 155) 2644 74.3%

Final optimized C 67.22 74.66 10.0%
Total iterations 187 841 77.8%

Fig. 23. The convergence history for the 3D cantilever TO problem and the evolution of the hierarchy computational mesh for the
discretization of the design domain.

Since the coarsening is not incorporated into current method, hierarchical coarsening algorithm should be taken
into consideration for the benefit of making the HITO-MMC fully dynamic and reducing the number of DOFs
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Fig. 24. An illustration for the comparison of the number of DOFs between hierarchical local refinement and global refinement.

further. Due to the local refinement ability of HITO-MMC, the HITO-MMC can applied to the TO problems
with geometric singularity and can extend to optimize the piezoresistive pressure sensor [68] considering a stress
constraint more effectively. Besides, the GPU parallel computing [69] can be added into such a HITO-MMC
model to further improve the computational efficiency. These objectives will be carried out in our future research
works.
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Appendix. Sensitivity analysis of HITO-MMC

The derivative of compliance C presented in Eq. (39) with respect to an arbitrary geometric design variable a j

with a j ∈ D is acquired by differentiating both sides of the objective function of HITO-MMC model, which is
formulated as:

∂C
∂a j

=

N0−1∑
l=0

N l
e∑

e=1

∂((ul
e)T K l

eul
e)

∂a j
=

N0−1∑
l=0

N l
e∑

e=1

(
∂(ul

e)T

∂a j
K l

eul
e + (ul

e)T ∂ K l
e

∂a j
ul

e + (ul
e)T K l

e
∂ul

e

∂a j

)
. (40)

Based on the adjoint sensitivity analysis and the chain rule as well as the relationship presented in Eq. (35), the
formula shown above can be rearranged as a sum of the hierarchical sensitivities of all hierarchical levels:

∂C
∂a j

=
∂C
∂a j

=

N0−1∑
l=0

∂C l

∂a j

with
∂C l

∂a j
=

N l
e∑

e=1

{
(ul

e) · q ·
1

ngp

( ngp∑
i=1

Hε(ϕi )q−1 ∂ Hε(ϕi )
∂a j

)
e

· K l
eul

e

}
(q = 2).

(41)
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Moreover, the sensitivity of the volume constraint function is written as:

∂V
∂a j

=

N0−1∑
l=0

∂V l

∂a j

with
∂V l

∂a j
=

1
ngp

N l
e∑

e=1

( ngp∑
i=1

∂ H (ϕi )
∂a j

)
e

V l
e .

(42)
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